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Introduction

Spatial frequency is one of the basic visual features that the 
visual system is specialized to analyze. A series of behav-
ioral and physiological studies have demonstrated the exist-
ence of spatial frequency channels in early visual system 
(Blakemore and Campbell 1969; Campbell and Robson 
1968; De Valois et al. 1982; Wilson and Wilkinson 1997). 
Anatomically, the segregation of two major visual path-
ways, the magnocellular pathway (M-pathway) and the 
parvocellular pathway (P-pathway), has been identified 
throughout the hierarchy of visual processing from retina 
to visual cortex. One of the functional differences between 
the two pathways is related to the processing of spatial 
frequency-based information. That is, the M-pathway is 
more sensitive to low spatial frequency (LSF) information, 
whereas the P-pathway is more specialized on the process-
ing of high spatial frequency (HSF) information (Merigan 
and Maunsell 1993). More importantly, there were cumu-
lating evidences from behavioral experiments that link 
such mechanism to the functions of higher level visual 
perception.

For example, previous literatures have suggested a 
coarse-to-fine principle that the processing of the fine scale 
information carried by HSF is proceeded by that of the 
coarse scale information carried by LSF (Bar 2003; Bul-
lier 2001; Hegde 2008; Hughes et al. 1996; Parker et al. 
1992, 1997; Schyns and Oliva 1994; Goffaux et al. 2011; 
Peyrin et al. 2010). Meanwhile, other theories beyond the 
coarse-to-fine principle have also been proposed. Particu-
larly, there were increasing evidences showing that the 
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information from different spatial frequency bands can be 
used flexibly during the perception of scenes and objects. 
For example, by using hybrid images that combined the 
LSF component of one image with the HSF component 
of another image, researchers have demonstrated that sen-
sitization to different spatial frequencies can influence the 
usage of the spatial frequency bands for visual categori-
zation (Oliva and Schyns 1997; Schyns and Oliva 1999; 
Ozgen et al. 2006; Morrison and Schyns 2001). The visual 
system also takes the advantage of the diagnostic informa-
tion from specific spatial frequency bands in a given task 
context (Rotshtein et al. 2010), such as the usefulness of the 
HSF information in subordinate categorization tasks (Col-
lin 2006; Collin and McMullen 2005). Despite the incon-
sistency in the role played by the spatial frequency-based 
information in higher level visual perception, these propos-
als have suggested a parallel mechanism that agrees with 
the anatomical segregation of the M- and P-pathways in the 
visual system. However, the scenes and objects in natural 
environment never appear in a single frequency band. The 
information from different spatial frequency bands must be 
integrated at a certain level of visual processing before the 
moment of full recognition.

A recent behavioral study by Kihara and Takeda (2010) 
investigated the integration of multiple spatial frequency 
bands in scene perception. The study adopted a scene cat-
egorization task and tested observers’ performance for dif-
ferent image types (intact, LSF, HSF, and LSF/HSF com-
bined) and exposure durations (30–250 ms). Critically, the 
study compared the accuracy for the LSF/HSF combined 
image condition with the estimated accuracy based on the 
combination of the LSF image and HSF image conditions. 
The latter one reflected the behavioral performance when 
different spatial frequency bands (i.e., LSF and HSF) con-
tributed independently without functional integration. The 
results showed higher accuracy for the LSF/HSF combined 
image condition and this advantage appeared only after 
about 100 ms from the stimulus onset, demonstrating the 
benefit of the information integration of the different spatial 
frequency bands. Therefore, the results of the study sug-
gested that the integration begins as early as 100 ms after 
the stimulus onset in scene perception. Nevertheless, evi-
dences from neurophysiology and brain imaging that sup-
port this proposal are still lacking.

The aim of the present study was to investigate the 
neural signature of the information integration between 
different spatial frequency bands in scene perception. We 
adopted a behavioral paradigm of scene categorization 
task on hybrid images (Oliva and Schyns 1997; Rotshtein 
et al. 2007, 2010; Schyns and Oliva 1994, 1999) and 
tested the semantic interference from the LSF component 
on the HSF component of the hybrid image. We chose the 
semantic interference as the evidence of the information 

integration between the two spatial frequencies due to 
two reasons. First, semantic interference can be directly 
measured in the scene categorization tasks, and it thus 
could serve as a reliable indicator of the information inte-
gration. Second, the behavioral and neural mechanism 
of semantic interference has been widely studies in the 
literature. The interpretation of the present findings can 
be benefited by comparing with previous results. The 
present study consisted of two experiments. In “Experi-
ment 1”, we tested the behavioral effect on the semantic 
interference. In “Experiment 2”, we combined behavioral 
and electroencephalogram (EEG) measurements aiming 
to identify the neural signature for such information inte-
gration that has been revealed behaviorally in Kihara and 
Takeda’s study.

Experiment 1

Methods

Observers

Ten naive observers (6 males, mean age: 23.18 ± 1.60) 
were participated in the experiment. All observers had 
normal or corrected to normal vision and gave written 
informed consent. The study was approved by the local eth-
ics committee.

Stimuli

Image datasets from LabelMe project (Russell et al. 2008) 
were used in the experiments. The images belong to six 
semantic categories that can be grouped either as natu-
ral scenes or man-made scenes. The three natural scene 
categories were forests, coasts, and open countries. The 
three man-made scene categories were high ways, streets, 
and buildings. There are totally 1,096 natural images (326 
forests, 360 coasts, and 411 open countries) and 1,216 
man-made images (260 high ways, 292 streets, and 664 
buildings) in the database. All images were resized to the 
resolution of 200 × 200 pixels and transformed to gray 
scale. The fixation point was at the center of the hybrid 
image. The stimuli were presented on the center of the 
screen with a gray background (intensity of 128). The size 
of the stimuli was 7.2° × 7.2°.

We defined physical similarity and semantic similarity 
between different images. The physical similarity between 
two images was defined by two criteria: the correlation of 
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energy distribution, for each pixel, its orientation was 
defined as the angle between the line connecting the pixel 
to the fixation and the line connecting the fixation to the 
mid-point of the upper edge of the image. The intensity of 
each pixel reflected the energy of the pixel. For each ori-
entation, the energy value was obtained by averaging the 
intensity values for the pixels along this orientation. The 
coefficient value for two images was calculated as the cor-
relation between the energy values along all orientations 
(0°–359°) of the two images. The Pearson correlation coef-
ficient between the corresponding mean energy values 
across orientations of two images was defined as the cor-
relation of energy distribution. An image pair was defined 
as physically similar (PS) if both correlation coefficient 
values were higher than 0.6 (top 5 % in the dataset) and 
physically dissimilar (PD) image if both correlation coef-
ficient values were <0.05 (bottom 5 % in the dataset). We 
defined two images as semantically similar (SS) if they 
were from the same category (e.g., both images were from 
forest category) and semantically dissimilar (SD) if they 
were from different groups (e.g., one image was from the 
natural scene group, and the other one was from the man-
made scene group).

All images were transformed into spatial frequency 
domain using a Fast Fourier Transform algorithm and fil-
tered using 2D Gaussian filters. The cutoff frequency of the 
high pass filter was 3.3 cycle/°, and the cutoff frequency of 
the low pass filter was 1.1 cycle/° (Rotshtein et al. 2007, 
2010; Skottun 2000). The signal decay is 6 dB for both the 
high pass and low pass filters. Root mean square (RMS) 
contrast normalization was applied to both the LSF and 
HSF images (mean intensity: 128; SD: 40).

We generated four types of hybrid images (Oliva and 
Schyns 1997; Schyns and Oliva 1994) by combining the 
LSF component of one image with the HSF component of 
another image (Fig. 1). The two images can be (1) SS and 
PS (SS–PS), (2) SS but PD (SS–PD), (3) SD but PS (SD–
PS), and (4) SD and PD (SD–PD). Finally, we generated 
929 hybrid images for the SS–PS condition, 955 hybrid 
images for the SS–PD condition, 410 hybrid images for the 
SD–PS condition, and 590 hybrid images for the SD–PD 
condition. There were possible repetitions of the scene 
images. Our image selection procedure ensured that a scene 
image appeared only once under the SS condition or under 
the SD condition, but it is possible that an image appeared 
in both SS and SD conditions.

SS-PS SS-PD

SD-PS SD-PD

LSF:Natural
HSF:Natural

LSF:Man-made
HSF:Man-made

LSF:Natural
HSF:Natural

LSF:Man-made
HSF:Man-made

LSF:Natural
HSF:Man-made

LSF:Man-made
HSF:Natural

LSF:Man-made
HSF:Natural

a

c

b

d

LSF:Natural
HSF:Man-made

Fig. 1  Examples of hybrid images for the four stimulus conditions. 
Two hybrid images (one natural scene in HSF and one man-made 
scene in HSF) are displayed for each condition. a SS–PS condition. 
b SS–PD condition. c SD–PS condition. d SD–PD condition. SS–PS 

semantically and physically similar, SS–PD semantically similar and 
physically dissimilar, SD–PS semantically dissimilar and physically 
similar, SD–PD semantically and physically dissimilar
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Design

Observers were instructed to attend to the HSF component 
of the hybrid images (what was drawn with lines) and make 
a judgment on whether each image was a natural scene or a 
man-made scene by pressing one of two buttons.1 The pur-
pose of the study was to investigate the spatial frequency-
based information integration by testing the semantic inter-
ference of the LSF component over the HSF component. 
The coarse-to-fine principle was taken into account when 
we chose this order rather than the opposite one (i.e., the 
interference of the HSF over LSF). According to the 
coarse-to-fine principle, the LSF information was pro-
cessed precede that of the HSF information. Therefore, we 
would expect that when the observer was paying attention 
to the HSF component of an image, the LSF information on 
the same image would be automatically processed. In this 
way, we should observe semantic interference effect 
between the two spatial frequency bands.

Each trial lasted for 2,500 ms. A trial started with a 
stimulus presentation for 120 ms (long exposure condition) 
or 30 ms (short exposure condition) followed by a 150-ms 
mask. Previous studies have suggested that the visual sys-
tem may process the spatial frequency components differ-
entially under different exposure times. Schyns and Oliva 
(1994) have demonstrated that subjects were more likely 
to recognize the image in LSF under short exposure time 
and the image in HSF under long exposure time. We used 
two exposure times in “Experiment 1” aiming to inves-
tigate whether the exposure time had effect on the spatial 
frequency-based information integration. The experiment 
consisted of four blocks: two short exposure blocks and 
two long exposure blocks. Four stimulus conditions were 
presented in a random order within each block. Each condi-
tion had 50 trials in each block, and there were 800 trials in 
total.

Results

Observers’ behavioral performance is shown in Fig. 2. The 
values of accuracy and response time for each condition are 

1 We have conducted a control experiment on a categorization task 
in which 14 observers were instructed to attend the LSF component 
of the hybrid images. The results showed that the accuracies of the 
two semantically different conditions (i.e., SD–PS [t(13) = −0.36, 
p = 0.07] and SD–PD [t(13) = −1.57, p < 0.05]) were not signifi-
cantly higher than chance level (the accuracy of SD–PD condi-
tion was actually significantly <50 %). The results suggested that 
the observers were not able to correctly categorize the scenes based 
solely upon the LSF information in a hybrid image given the interfer-
ence from the HSF component.

shown in Table 1. A repeated measures ANOVA (exposure 
time × semantic similarity × physical similarity) on accu-
racy showed that the accuracy for the long exposure condi-
tion was significantly higher than the accuracy for the short 
exposure condition [F(1,9) = 63.06, p < 0.001]. There was 
also main effects for the semantic similarity [SS > SD, 
F(1,9) = 20.21, p = 0.001] and the physical similarity 
[PS < PD, F(1,9) = 60.00, p < 0.001]. We also observed 
significant three-way interaction [F(1,9) = 7.04, p < 0.05] 
and therefore analyzed the data separately for the long and 
short exposure conditions.

For the long exposure condition (Fig. 2a), the ANOVA 
analysis revealed significant effects for the semantic simi-
larity [SS > SD, F(1,9) = 41.71, p < 0.001], the physical 
similarity [PS < PD, F(1,9) = 27.23, p = 0.001], and their 
interaction [F(1,9) = 10.04, p < 0.05]. Planned comparison 
analysis revealed that the accuracy of the SS condition was 
significantly higher than that of the SD condition under the 
PS condition [F(1,9) = 71.8, p < 0.001] and significantly 
higher than that of the SD condition under the PD condition 
[F(1,9) = 9.61, p < 0.05]. To further determine the interfer-
ence from the non-attended LSF information under differ-
ent physical similarity conditions, we defined a semantic 
congruency index as the difference between accuracies 
in the SD and SS conditions under each physical similar-
ity condition. The analysis revealed that the semantic con-
gruency index under PS condition is significantly higher 
than that of the PD condition [t(9) = 8.52, p < 0.001]. 
This result indicates that the non-attended LSF component 
exhibits stronger semantic interference if its physical prop-
erty is similar to that of the HSF component.

For the short exposure condition (Fig. 2c), the ANOVA 
revealed significant effect of physical similarity [PS < PD, 
F(1,9) = 53.39, p < 0.001] and its interaction with seman-
tic similarity [F(1,9) = 47.96, p < 0.001], but not for the 
semantic similarity [F(1,9) = 2.41, p = 0.16]. Planned 
comparison analysis revealed that the accuracy of the SS 
condition was significantly higher than that of the SD con-
dition under the PS condition [F(1,9) = 26.19, p < 0.001] 
and marginally lower than that of the SD condition under 
the PD condition [F(1,9) = 4.97, p = 0.053]. Semantic 
interference analysis revealed that the semantic congruency 
index under the PS condition is significantly higher than 
that of the PD condition [t(9) = 5.83, p < 0.001].

The absence of the semantic similarity effect for the 
short exposure condition was likely due to the higher accu-
racy for the SD compared with the SS condition under the 
PD condition (marginally significant, p = 0.053). How-
ever, as both the long exposure and short exposure condi-
tions exhibited significant interaction effects and seman-
tic congruency effects, we would suggest that these two 
exposure conditions exhibited similar effects of semantic 
interference.
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We also recorded observers’ response time during the 
categorization task (Fig. 2b, d). A repeated measures 
ANOVA (exposure time × semantic similarity × physical 
similarity) on response time of the correct trials revealed 
no significant three-way interaction [F(1,9) = 0.325, 
p = 0.58]. There were significant main effects on seman-
tic similarity [SS < SD, F(1,9) = 9.36, p < 0.05], physi-
cal similarity [PS > PD, F(1,9) = 24.39, p < 0.001], and 
their interaction [F(1,9) = 13.26, p < 0.01]. For the long 
exposure condition (Fig. 2b), the ANOVA analysis revealed 
significant effects for the semantic similarity [SS < SD, 
F(1,9) = 18.82, p < 0.01], physical similarity [PS > PD, 
F(1,9) = 21.27, p < 0.01], but not their interaction 
[F(1,9) = 3.80, p = 0.19]. For the short exposure condition 
(Fig. 2d), the ANOVA analysis revealed significant effects 
for the physical similarity [F(1,9) = 11.00, p < 0.05], but 
not for the semantic similarity [F(1,9) = 0.28, p = 0.61] 
and their interaction [F(1,9) = 1.30, p = 0.30].

These results mirrored the behavioral accuracy results by 
demonstrating that the recognition of the HSF component 
was interfered by the non-attended LSF component as the 
semantic and physical information interacted between the 
two components. Short stimulus presentation time and low 
behavioral accuracy were also known to reduce the EEG 
signal to noise ratio. To maintain the EEG signal level, we 
used only the long exposure time in “Experiment 2”.

Experiment 2

Methods

Observers

Eighteen naive observers (9 males, mean age: 
21.65 ± 2.42) were participated in the experiment. All 
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Fig. 2  Behavioral results of 
the scene categorization task in 
“Experiment 1”. a The mean 
accuracy for the long exposure 
condition. b The mean response 
time of the correct trials for the 
long exposure condition. c The 
mean accuracy for the short 
exposure condition. d The mean 
response time of the correct 
trials for the short exposure con-
dition. Error bars represent the 
standard error of means across 
observers

Table 1  Behavioral accuracy 
and response time in 
“Experiment 1”

SS–PS SS–PD SD–PS SD–PD

Long exposure

Accuracy (±SEM) 84.2 % (±3.5 %) 88.6 % (±2.6 %) 68.3 % (±4.2 %) 83.7 % (±2.4 %)

Response time (±SEM) 779 (±25) ms 768 (±26) ms 828 (±25) ms 784 (±25) ms

Short exposure

Accuracy (±SEM) 64.1 % (±4.7 %) 68.8 % (±2.8 %) 48 % (±2.4 %) 76.7 % (±2.1 %)

Response time (±SEM) 786 (±34) ms 766 (±37) ms 792 (±40) ms 752 (±36) ms
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observers had normal or corrected to normal vision and 
gave written informed consent. The study was approved by 
the local ethics committee.

Stimuli

In “Experiment 2”, a new stimulus condition was added. 
Under this condition, a stimulus only contains the HSF 
component of a scene image (HSF-only). The HSF-only 
condition served as a baseline condition in which no 
semantic interference occurred during the categorization 
task.

Design

Observers’ task in “Experiment 2” was identical to “Exper-
iment 1”. The length of each trial ranged from 2,000 to 
3,000 ms. A trial started with stimulus presentation for 
120 ms followed by an 80-ms mask. Observers were 
instructed to attend to the HSF component of the hybrid 
images and make a judgment on whether each image was a 
natural scene or a man-made scene by pressing one of two 
buttons.

EEG recording and analysis

EEG data were acquired from a 64-channel EEG cap 
(Brain Products, Munich, Germany). Electrode impedance 
was kept below 5 kΩ for scalp channels. Electrooculo-
grams (EOGs) were recorded with electrodes placed lateral 
to the external canthi of the left eye and above the right eye 
to capture ocular activity. An external electrode placed on 
the tip of nose was set to be the reference. The electrode 
AFz was chosen to be the ground. EEG data were recorded 

at a sampling rate of 1,000 Hz and were re-referenced 
offline with the mean of the left and right mastoids. EEG 
data were epoched and baseline corrected by subtracting 
the average of the prestimulus (200 ms) data. The baseline 
corrected data were filtered with a finite impulse response 
(FIR) filter (pass band cutoff frequency: 0.016 Hz; stop 
band cutoff frequency: 100 Hz; decay of stop band: 24 dB/
octave). Event-related potentials (ERPs) were obtained by 
averaging the filtered data based on conditions and elec-
trodes. The group peak point of an ERP component was 
identified from the averaged curve across observers. For 
each observer, the peak point of the ERP component was 
identified as the point with the maximum value within a 
60 ms time window centered at the group peak point. The 
amplitude of the ERP component for each observer was 
then calculated by averaging eleven time points centered at 
the observer’s peak point.

Behavioral results

The values of accuracy and response time in “Experiment 
2” are shown in Table 2. As shown in Fig. 3a, a repeated 
measures ANOVA (semantic similarity × physical similar-
ity) on accuracy showed significant effects for the seman-
tic similarity [SS > SD, F(1,17) = 37.41, p < 0.001], the 
physical similarity [PS < PD, F(1,17) = 42.10, p < 0.001], 
and their interaction [F(1,17) = 10.39, p < 0.01]. Planned 
comparison analysis revealed that the accuracy of the SS 
condition was significantly higher than that of the SD con-
dition under the PS condition [F(1,17) = 11.96, p < 0.01]. 
Under the PD condition, the accuracies of the SS and SD 
conditions were not significantly different [F(1,17) = 0.06, 
p = 0.82]. The analysis also showed that the semantic con-
gruency index under the PS condition is significantly higher 
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Table 2  Behavioral accuracy 
and response time in 
“Experiment 2”

SS–PS SS–PD SD–PS SD–PD

Accuracy (±SEM) 79.8 % (±2 %) 86.1 % (±2.2 %) 61.5 % (±4.3 %) 79.2 % (±2.6 %)

Response time (±SEM) 849 (±24) ms 840 (±25) ms 888 (±31) ms 851 (±23) ms
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than that of the PD condition [t(17) = 3.22, p < 0.01]. 
These results replicated the findings from “Experiment 1”, 
showing that the recognition of the HSF scenes was inter-
fered by the non-attended LSF information. Similar physi-
cal property between the HSF and LSF information led to 
stronger semantic interference.

For all correct trials, a repeated measures ANOVA 
(semantic similarity × physical similarity) on response 
time showed significant main effects on semantic similarity 
[SS < SD, F(1,17) = 22.83, p < 0.001] and physical simi-
larity (PS > PD, F(1,17) = 8.42, p < 0.01], but not their 
interaction [F(1,17) = 2.94, p = 0.11].

EEG results

For the EEG data, we concentrated our analyses on three 
groups of electrodes: the frontal electrodes (Fz, F1, F2, 
FCz, FC1, FC2), the parieto-occipital electrodes (P1, P2, 
P3, P4, PO3, PO4), and the occipital electrodes (O1, O2, 
Oz). For each observer, the averaged ERP data from all 
electrodes in each group were used in statistical analyses.

For the frontal electrodes, there was a N1 component 
centered at 122 ms after the stimulus onset (Fig. 4a). A 
repeated measures ANOVA (semantic similarity × physi-
cal similarity) showed significant interaction effect 
[F(1,17) = 5.05, p < 0.05] for the anterior N1 component 
(Fig. 4b). There was a marginally significant main effect 
for the semantic similarity [F(1,17) = 4.07, p = 0.06] 
but no significant main effect for the physical similarity 
[F(1,17) = 0.00, p = 0.97] on this anterior N1 component. 
Analysis on the semantic congruency index revealed simi-
lar effect as from the behavioral results. The index under 
the PS condition is significantly higher than that of the PD 
condition [t(17) = 2.25, p < 0.05]. Furthermore, the ampli-
tude of the N1 component under the HSF-only condition 
was significantly lower than that of the hybrid conditions 
[averaged across four conditions, t(17) = 3.65, p < 0.01], 
suggesting that the observed interaction effect of N1 com-
ponent for the hybrid images was due to the interference 
from the non-attended LSF component.

For the parieto-occipital electrodes, we found significant 
main effect for the semantic similarity [F(1,17) = 5.85, 
p < 0.05] for P2 component (latency: 247 ms, Fig. 4c, d). 
There were neither significant effect for the physical sim-
ilarity [F(1,17) = 0.71, p = 0.41] nor for the interaction 
[F(1,17) = 0.43, p = 0.52]. We did not find any significant 
effect for the occipital electrodes before 300 ms after the 
stimulus onset. Previous studies have suggested that ERP 
component around 200 ms after the stimulus onset in pari-
eto-occipital areas is modulated by higher visual processing 
such as object recognition and scene perception (Codispoti 
et al. 2006; VanRullen and Thorpe 2001). The observed 
semantic similarity effect in this area was consistent with 

previous findings and suggested that the processing of the 
categorical information in higher visual areas was preceded 
by the frontal analyses of the semantic information. This 
finding agrees with the proposal that top-down influence 
plays an important role in scene perception.

For the occipital electrodes (Fig. 4e, f), we found 
significant main effect for the semantic similarity 
[F(1,17) = 9.21, p < 0.01] for the P3 component (latency: 
344 ms), but not for the physical similarity [F(1,17) = 1.77, 
p = 0.20] or their interaction [F(1,17) = 0.52, p = 0.48]. It 
was possible that this late significant semantic effect was 
due to feedback modulation. However, further investiga-
tions are required to confirm this interpretation.

There was possibility that the observed early semantic 
effect in frontal electrodes was related to the final decision 
made by the observers. We therefore averaged the ERP data 
based on the behavioral choices (natural vs. man-made) for 
each observer and identified the component that is corre-
lated with observer’s categorization decision (Fig. 5). The 
analysis revealed no significant difference between two 
choice conditions before 282 ms from the stimulus onset. 
Analysis on the amplitude of P3 component of the frontal 
electrodes showed significant difference between natural 
and man-made choices [t(1,17) = 2.71, p < 0.05]. This 
result is consistent with previous literatures showing that 
the P3 component reflects the behavioral choices in percep-
tual decision tasks (Johnson and Olshausen 2003; Philias-
tides and Sajda 2006).

Discussion

Our study investigated the behavioral and neural signatures 
of the information integration between the LSF and HSF 
components in scene perception. The behavioral results 
showed significant interaction between semantic and physi-
cal similarities of the LSF and HSF components. Mean-
while, the ERP results revealed an early anterior N1 com-
ponent in frontal area that corresponded to the observed 
behavioral effect. The findings advance our understanding 
of spatial frequency-based information integration in scene 
perception.

Our results demonstrate that, although being irrelevant 
to the task, both the semantic and physical information 
of the non-attended LSF component of a scene image are 
processed when observers make perceptual judgment. 
The analyses of the semantic similarity revealed signifi-
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lack of focused attention, both the semantic and physical 
information of the LSF component are processed and can-
not be voluntarily ignored. The information from different 
spatial frequency bands can be integrated even if one of the 
spatial frequency bands is manipulated to be task irrelevant. 
Our results also indicate that both the physical information 
at sensory level and the semantic information at decision 
level are required for the spatial frequency-based informa-
tion integration in scene perception.

Furthermore, our ERP results provide supporting evi-
dence that the neural signature of the spatial frequency-
based information integration appears around 120 ms from 
the stimulus onset. Previous behavioral study has shown 
that the integration of spatial frequency-based information 
occurs around 100 ms after the stimulus onset (Kihara and 
Takeda 2010). However, there was no evidence in terms of 
neural correlates supporting this proposal. In our study, the 
earliest ERP component that shows significant interaction 
between the semantic and physical similarities is the N1 
peak of the frontal electrodes. The information comparison 
and integration between different spatial frequency bands 
are the necessary processes underlying this interaction 
effect. The results provide direct evidence that the integra-
tion of information from different spatial frequency bands 
can occur at the early stages of perceptual processing at 
frontal areas in scene perception.

Contextual congruency effect is a well-observed phe-
nomenon in scene perception (Davenport and Potter 2004). 
The corresponding ERP component of such effect was sug-
gested to relate to N400 sentence congruency effect (Ganis 
and Kutas 2003) or earlier semantic effect around 300 ms 
after the stimulus onset (Mudrik et al. 2010). These studies 
used incongruent objects in a picture (e.g., a player holds a 
watermelon in a basketball game) and examined the latency 
of the congruency effect with EEG recording. The results 
suggested that the earliest congruency effect was around 
300 ms after the stimulus onset and related to semantic 

integration that was activated in later processing stages. 
Our results, however, suggest that the semantic congruency 
effect in scene perception can occur as early as 122 ms 
from the stimulus onset. The discrepancy between our 
results and previous findings could be due to the different 
experimental paradigms. But more importantly, the non-
attended component of a scene image was in its LSF band 
in our study, whereas both the objects and backgrounds in 
previous studies were not band filtered. The lower ERP 
amplitude of the HSF-only condition compared with the 
hybrid conditions also indicates the interference from the 
LSF component during the recognition. The earlier congru-
ency ERP component in our study suggests that the inte-
gration of spatial frequency-based information helps to 
facilitate the perceptual processing in order to support fast 
decisions.

Bar and colleagues (Bar et al. 
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seemingly contradiction is that the observers in our experi-
ment were to pay attention to the HSF component of the 
hybrid images. As attention is known to enhance and accel-
erate visual information processing (Carrasco and McElree 
2001), it is possible that the semantic information of the 
HSF component can be processed in details as early as the 
LSF information given specific task requirement. Further 
investigations are required to clarify this issue.

In conclusion, our study provides direct evidence for 
the neural signature of the integration of spatial frequency-
based information. The semantic and physical information 
from the LSF and HSF bands can be integrated as early as 
around 120 ms after the stimulus onset at frontal areas. This 
early integration can benefit the recognition performance 
by facilitating the subsequent perceptual analyses through 
top-down influences.
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