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and markedly influence social responses. It has been well
known that under speech competition situations, vocally
expressed emotions play an important role in modulating
brain, behavioral, and body physiological responses to the
attended voice. For example, some previous studies have
shown that in dichotic-listening situations in which two voices
are presented simultaneously at each ear, an utterance that is
pronounced with an anger prosody activates both the superior
temporal sulcus (STS; Grandjean et al., 2005; Sander et al.,
2005) and the amygdala (Sander et al., 2005), relative to an
utterance with an emotionally neutral prosody. Also, the utter-
ance with an anger prosody leads to significant changes in
both behavioral performance (e.g., reaction times to target
articulation) and body physiological responses (e.g., skin con-
ductance response [SCR]) (Aue, Cuny, Sander, & Grandjean,
2011). Note that in these studies meaningless utterances
(pseudowords) spoken in different prosodies were used as
the stimuli, and participants performed speech-content-
irrelevant tasks (e.g., gender discrimination of a target speak-
er) without voluntarily processing the speech content. Thus, it
is unclear whether emotional signals can be used as valid
unmasking cues in speech recognition.

Dupuis and Pichora-Fuller (2014) approached this issue by
examining listeners’ recognition of speech content in a babble
noise-masking condition. They found that words portrayed in
negative emotion (fear or disgust) prosodies are recognized better
than those for other emotions. Dupuis and Pichora-Fuller sug-
gested that fear-prosody-enhanced recognition is caused by certain
distinctive acoustical cues, such as the higher mean fundamental
frequency, greater mean range of fundamental frequencies, and/or
threatening information that captures auditory attention.
Moreover, Iwashiro, Yahata, Kawamuro, Kasai, and Yamasue
(2013) induced unpleasant emotion by using semantically nega-
tive words, and participants were asked to select the word heard at
the attended ear from among four words presented visually on
screen. Surprisingly, the reaction time was longer when a seman-
tically negative word was presented at one of the ears in dichotic
listening. This result suggests that when emotion is induced at the
semantic level, it does not help but interferes with participants’
performance.

Recognition of target speech in Bcocktail-party^ environments
(with multiple talkers speaking simultaneously) largely depends
on the facilitation of selective attention to the target speech
(Schneider et al., 2007). Despite increasing evidence pointing
to emotional modulation of auditory processing, it is still unclear
whether introducing emotional information in target speech af-
fects selective attention to the target speech against a highly
complex background. A recent study by Mothes-Lasch,
Becker, Miltner, and Straube (2016) has suggested that auditory
background complexity is a crucial factor that modulates neural
responses to emotional prosody. Specifically, the middle superior
temporal region (mSTR) responds more strongly to emotionally
negative prosody than to neutral prosody only under conditions

of low auditory complexity (when a target voice is presentedwith
a single animal sound), but not of high auditory complexity
(when a target voice is presented with five animal sounds).
Also, the prosody effect in the mSTR is not affected by attention.
On the other hand, the prosody effect in the amygdala or in
anterior superior temporal cortex is gated by attention but not
by background complexity. Clearly, how the speech prosody,
voice emotion, attention to target, and background signals are
integrated in the brain is still largely unknown. Thus, establishing
a new task paradigm is needed in order to specifically investigate
how emotional processing affects a listener’s selective attention
to target speech, thereby facilitating recognition of that target
speech against speech-on-speech informational masking.

It has been shown that two masking talkers cause the
greatest informational-masking effect on target-speech rec-
ognition for both English speech (Freyman et al., 2004;
Freyman et al., 1999; Rakerd, Aaronson, & Hartmann,
2006) and Chinese speech (X. Wu et al., 2007), and that the
perceived spatial-separation-induced release of target speech
from informational maskers is also highest under a two-talker
masking condition, as compared to masking conditions with
other numbers of masking talkers (Freyman et al., 2004;
Freyman et al., 1999; X. Wu et al., 2007). Therefore, in the
present study we applied a two-talker speech masker in
order to simulate Bcocktail-party^ listening conditions,
and we evaluated the unmasking effect of emotional
signals on recognition of the target speech against the
two-talker masking background.

In the auditory domain, emotions can be represented and
expressed in various ways (Frühholz, Trost, & Kotz, 2016).
Although previous studies have shown that the emotions
expressed in speech prosody affect speech processing (Aue
et al., 2011; Dupuis & Pichora-Fuller, 2014; Grandjean
et al., 2005; Sander et al., 2005), it is still unclear whether
emotionally conditioning the voice of a target speech whose
prosody is emotionally neutral can also modulate recognition
of the speech under Bcocktail-party^ listening conditions. It
has been shown that the voice of a speaker is perceived as a
typical attribute that is highly specific to the speaker, and that
human brains show voice-selective responses in auditory cor-
tex (Belin, Zatorre, Lafaille, Ahad, & Pike, 2000). However,
recognizing emotions from prosody involves the right
frontoparietal operculum, bilateral frontal pole, and left frontal
operculum (Adolphs, Damasio, & Tranel, 2002). It has also
been confirmed that a speaker’s voice can be effectively asso-
ciated with other features (e.g., face) of this speaker through
conditional learning, leading to that conditioned feature be-
comes an unmasking cue for improving speech recognition
under Bcocktail-party^ listening conditions (e.g., Gao et al.,
2014). Moreover, the familiarity of a target voice enhances
target speech recognition under informational-masking condi-
tions (Huang et al., 2009). Thus, it is of importance and inter-
est to know whether emotionally conditioning a target
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speaker’s voice can affect recognition of the target speech
under Bcocktail-party^ conditions.

To introduce a negative emotional valence to the target
speaker’s voice without altering the acoustical features of that
voice, in our study we used a conditional-learning paradigm to
temporally combine the target speaker’s voice with an aversive
sound.

In the paradigm of classical conditioning, the emotional sig-
nificance of a conditioned stimulus (CS) can be obtained by
pairing it with an unconditioned stimulus with negative emo-
tional value (e.g., a loud noise, aversive picture, or electric
shock; Kluge et al., 2011; Morris, Buchel, & Dolan, 2001;
Weisz, Kostadinov, Dohrmann, Hartmann, & Schlee, 2007;
Zou, Huang, Wu, & Li, 2007). The acquired emotion informa-
tion leads to an attentional bias to conditioned threat-associated
stimuli in both humans and laboratory animals (Du, Li, Wu, &
Li, 2009; Du, Wu, & Li, 2010, 2011; Koster, Crombez, Van
Damme, Verschuere, & De Houwer, 2005; Lei, Luo, Qu, Jia,
& Li, 2014; Pischek-Simpson, Boschen, Neumann, & Waters,
2009; Z. Wu, Ding, Jia, & Li, 2016) and modulates neural
activities in the auditory cortex and amygdala in both humans
and laboratory animals (Armony, Quirk, & LeDoux, 1998; Du,
Wang, Zhang, Wu, & Li, 2012; Morris et al., 2001; Morris,
Öhman, & Dolan, 1998; for a recent review, see Grosso,
Cambiaghi, Concina, Sacco, & Sacchetti, 2015).

In the present study, the emotional-learning paradigm in-
volved pairing the target speaker’s voice with loud female
screaming, which has a marked negative emotional valence.
The question whether the conditioning of the target voice can
enhance recognition of the target speech against informational
masking was examined by analyses of both speech-recognition
performance and electrodermal (skin-conductance) responses. To
control for the familiarity effect caused by learning, a (control)
participant group received control learning by pairing the same
target voice with an emotionally neutral sound. Note that this
emotional-learning paradigm is able to induce negative emotion-
al valence for a target speaker’s voice while maintaining the
acoustical attributes unchanged (i.e., without affecting the voice
acoustical parameters).

Moreover, to compare the unmasking effects of emotional
conditions with the unmasking effects of other typical
unmasking cues, perceived spatial separation was used as a
reference unmasking cue in this study. Perceived spatial sep-
aration between a target and a masker can induce a robust
release of masking, particularly from two-talker-speech infor-
mational masking (Arbogast et al., 2002; Freyman et al.,
1999; Huang et al., 2009; H. Li, Kong, Wu, & Li, 2013; L.
Li et al., 2004; Schneider et al., 2007; X. Wu et al., 2005).

When binaurally presenting an auditory signal via head-
phones, introducing an interaural time difference (ITD) be-
tween the left and right ears can change the perceived laterality
of the auditory image (e.g., Zhang, Lu,Wu,& Li, 2014). In the
present study, the ITD of the target and that of the maskers

were manipulated to create two types of perceived laterality
relationships: (1) perceived co-location, when the target and
maskers were perceived as coming from the same ear, or (2)
perceived separation, when the target and maskers were per-
ceived as coming from different ears. To our knowledge, in-
teractions between two concurrent unmasking cues in Bcock-
tail-party^ listening conditions have not been well studied.
Thus, we also designed this study to investigate the relation-
ship between the unmasking effect of learned emotion (a non-
spatial cue) and that of perceived separation (a spatial cue).

In the present study, nonsense (meaningless) sentences
with three keywords were used. Previous studies had shown
that pre-presented lip-reading priming cues mainly facilitate
recognition of the first keyword of the target sentence (C. Wu
et al., 2013), and that signals with emotional significance have
priority access to selective attention and can be quickly de-
tected in competitions among sensory inputs (Anderson,
2005; Eastwood et al., 2001; Fox, 2002; LeDoux, 1998;
Öhman et al., 2001). Thus, the effect of keyword position in
a target sentence was also examined.

To confirm whether a negative feeling could be reliably in-
duced by the aversive stimulus used in this study during emo-
tional learning, andwhether an emotionally neutral feelingwould
be induced by the neutral stimulus during control learning, 9-
point self-assessment manikin (SAM) ratings (Bradley & Lang,
1994) on each of the unconditioned stimuli (the negatively emo-
tional one and the emotionally neutral one) were carried out by
all participants at the end of the experiment. Since the participants
in the emotional-learning group got more exposure to the emo-
tionally negative sound, they might have adapted to the aversive
sound. Thus, it would be of interest to know whether the two
groups were different in their reports of negative feelings related
to the aversive sound.

In summary, the main purpose of this study was to use an
emotional-conditioning paradigm to introduce a negative
emotional valence for the target speaker’s voice and then ex-
amine whether the emotional conditioning of the target voice
has a valid unmasking effect on speech recognition under
speech-masking conditions.

Method

Participants

Thirty-two Mandarin-Chinese-speaking university students
(18 females and 14 males between 18 and 27 years old, with
a mean age of 21.9 years) participated in this study. They were
right-handed, had normal pure-tone hearing thresholds (no
more than 25 dB HL), and had bilaterally symmetric hearing
(difference of no more than 15 dB between the two ears) at all
tested frequencies between 0.125 and 8 kHz. All participants
gave informed consent before the experiment and were paid a
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The target sentences used in the training session were different
from those used in the formal testing.

After the initial speech-recognition testing, the participants
in the emotional learning group received 21 learning trials of
paired learning associating the target voice with the aversive
sound. In each trial, the target talker’s (Talker A) voice, speak-
ing nonsense sentences without the presentation of the mask-
er, was first presented binaurally, followed by the aversive
sound, with a short interval that changed randomly in a range
from 4 to 6 s. The nonsense sentences spoken with the target-
talker voice did not appear in the speech-recognition task.
After the emotional learning/control learning manipulations,
participants performed the speech-recognition task again,
which was the same as the one before the learning/control
learning manipulation, except for the different sentences used
as the target sentences.

At the end of the experiment, the participants were
instructed to rate their subjective emotional feelings caused
by either the aversive sound or the neutral sound, using 9-
point SAM scales for both emotional valence (1, most
unpleasant; 5, neutral; 9,most pleasant) and emotional arous-
al (1, lowest; 5,moderate; 9, highest) (Bradley& Lang, 1994).
Each of the two sounds was repeated five times, and the order
of the ten sound presentations was arranged randomly for each
participant. Averaged emotional valence values and emotional
arousal value were obtained for each individual participant.

Recordings of skin conductance responses

Skin conductance responses (SCRs) were recorded during the
speech-recognition task using a Biopac MP150 (GSR100c mod-
ule) with the Acknowledge software (Biopac System Inc., Santa
Barbara, USA), digitized at a sampling rate of 1000 Hz.

Two Ag–AgCl disposable electrodes were attached to the pal-
mar surface of the second and third fingers of the nondominant
(left) hand. After the electrodes had been placed, participants
waited 5 min and were asked to hold a deep breath for a few
seconds. The experimenters observed their SCR increases to en-
sure that they had good contact with the recording system. The
raw data were filtered offline by a 512-point digital low-pass filter
with a cutting frequency at 3Hz and then square-root-transformed
to reduce data skew (Morris et al., 2001).

Results

Effects of learned emotion and perceptual separation
on speech recognition

To determine the speech-recognition threshold, a logistic psy-
chometric function,

y ¼ 1

1þ e−σ x−μð Þ

was fitted to each participant’s recognition accuracy measured
across the four SNRs, where y is the probability of correct recog-
nition of the keywords, x is the SNR corresponding to y, σ deter-
mines the slope of the psychometric function, and μ is the SNR
corresponding to 50% correct on the psychometric function.

For each of the listening conditions, the group means that
best fit the psychometric function for the learning group are
plotted in Fig. 1A, along with the group-mean values for rec-
ognition accuracy. The recognition accuracy and psychomet-
ric function after emotional learning (solid lines) were higher
than those before emotional learning (dash lines) under both
the co-location condition and the separation condition. Also,
perceived separation between the target and the masker mark-
edly improved the recognition accuracy.

Figure 1B plots a scatter diagram presenting the
speech-recognition thresholds (μ) of individual partici-
pants in the emotional learning group before and after
the emotional learning manipulation. Most data points
are below the diagonal line, indicating a tendency to-
ward decreased recognition thresholds being induced by
emotional learning.

Figure 2A shows statistical comparisons of the recognition
thresholds (μ) both before and after emotional learning for the
emotional learning group. It appears that both emotional
learning and perceived separation reduced the threshold. A 2
(learning stage: before learning, after learning) × 2 (perceived
laterality relationship: co-location, separation) two-way re-
peated measures analysis of variance (ANOVA) showed that
the main effect of learning stage was significant [F(1, 15) =
38.53, p < .001, ηp

2 = .72] and the main effect of perceived
laterality relationship was significant [F(1, 15) = 264.40, p <
.001, ηp

2 = .95], but the interaction between two factors was
not significant (p > .05).

Further statistical tests were conducted to examine whether
the emotion-induced release of target speech from masking
and the separation-induced release of target speech from
masking were additive in a linear way. Figure 2B illustrates
the averaged absolute values of masking release when only
the emotional cue, only the spatial cue, and both cues were
available. More specifically, the simple unmasking effect of
emotion learning alone (BΔemotion^) was the difference be-
tween the recognition threshold after emotional learning and
that before emotional learning when the target and maskers
were perceptually co-located (i.e., without the separation cue).
The effect of separation alone (BΔseparation^) was the differ-
ence between the threshold in separation minus that in co-
location before emotional learning (i.e., without the emotional
cue). The combined effect of bothΔemotion andΔseparation
was the difference between the threshold after emotional
learning under the separation condition and the threshold be-
fore emotional learning under the co-location condition.
Finally, the linear sum of the two simple effects was also
calculated (Δemotion + Δseparation).
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A repeated measures one-way ANOVA showed that
masking release amounts differed significantly across

unmasking cues [F(3, 45) = 58.37, p < .001, ηp
2 = .80].

Post-hoc comparisons (Bonferroni-corrected) showed that
the masking release of combined cues (Δemotion at separa-
tion) was significantly larger than the release caused by either
cue alone (Δemotion at separation–Δemotion alone, p < .001;
Δemotion at separation–Δseparation alone, p < .01). Also, the
linear sum of the simple releasing effect (Δemotion +
Δseparation) was larger than the release of either cue alone
(as compared to Δemotion alone, p < .001; as compared to
Δseparation alone, p = .085).

Moreover, the amount of release by the emotional cue
alone (Δemotion ≈ 1 dB) was significantly smaller than that
by the separation cue alone (Δseparation ≈ 3 dB) (p < .001).
Finally, the combined effect of the two unmasking cues was
not significantly different from the linear sum of Δemotion
and Δseparation (p = .890), suggesting that the unmasking
effects of the emotional cue and the spatial cue were linearly
additive.

Comparisons between the emotional learning group
and the control learning group

Figure 3 displays the speech-recognition performance for par-
ticipants in the control learning group. The group-mean best-
fitting psychometric functions are plotted in Fig. 3A, along
with the values of group-mean recognition accuracy. The rec-
ognition accuracies and psychometric functions after neutral
learning (solid lines) were slightly higher than those before
neutral learning (dashed lines). Also, perceived separation be-
tween the target and the masker markedly improved recogni-
tion accuracy. Figure 3B plots a scatter diagram presenting the
speech-recognition thresholds of each of the individual partic-
ipants both before and after neutral learning in the control
learning group.

Fig. 2 (A) Speech recognition thresholds before and after emotional
learning in the perceived separation or co-location condition. Both
emotional and spatial cues enhanced target speech recognition. (B)
Comparisons of the release of target speech from masking among
different unmasking cue types. The effects of emotional and spatial
cues were linearly additive. Error bars represent SEs. **p < .01, ***p <
.001, m.s. marginally significant, n.s. not significant

Fig. 1 (A) Group-mean recognition accuracy and the best-fitting
psychometric function for each of the listening conditions in the
emotional learning group. Recognition accuracy was higher after
emotional learning (solid lines) than before that learning (dashed lines).

Error bars represent standard errors of the means. (B) Scatter diagram of
each participant’s speech recognition thresholds. Dots below the diagonal
line reflect recognition thresholds decreased by emotional learning for a
single participant
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Figure 4 shows statistical comparisons of the participants’
recognition thresholds (μ) before and after neutral learning in
the control learning group. Both neutral learning and per-
ceived separation reduced the threshold. A 2 (learning stage:
before control learning, after control learning) × 2 (perceived
laterality relationship: co-location, separation) two-way re-
peated measures ANOVA showed that the main effect of
learning stage was significant [F(1, 30) = 12.47, p = .003,
ηp

2 = .45] and the main effect of perceived laterality relation-
ship was significant [F(1, 30) = 263.85, p < .001, ηp

2 = .95],
but the interaction between two factors was not significant
(p > .05).

To compare the data between the emotional and control
learning groups, a three-way ANOVA (Group × Learning
Stage × Perceived Laterality relationship) was carried out.
The results showed that the main effect of learning stage
was significant [F(1, 30) = 48.80, p < .001, ηp

2 = .62], and
the main effect of perceived laterality relationship was also

significant [F(1, 30) = 527.83, p < .001, ηp
2 = .95]. Most

importantly, the interaction between group and learning stage
was significant [F(1, 30) = 5.27, p = .029, ηp

2 = .15], suggest-
ing that the emotional-learning-induced threshold shift was
significantly larger than the neutral-learning-induced one
(Fig. 5A).

To further identify the group differences, trial-by-trial data
were analyzed and the dynamics of instant total accuracy were
calculated as the number of trials increased from 1 to 240.
Figure 5B displays the dynamic change of accuracy between
Trial 120 and Trial 240, which was normalized individually by
each participant’s accuracy before and after learning/control
learning (instant total accuracy divided by accumulative accu-
racy at Trial 120). The two solid lines are the group-average
changes in accuracy for the emotional learning group and the
control group, respectively. Though the increasing tendencies
were present in both groups, the averaged performance of the
emotional learning group was apparently better than that of
the control learning group, confirming the group difference in
recognition thresholds.

The effect of keyword position

Since each of the target sentences had three keywords (the
subject, predicate, and object), we investigate the question of
whether emotional learning would affect recognition of these
three keywords differently. First, we conducted a 2 (group:
emotional, control) × 2 (perceived lateralized relationship:
co-location, separation) × 4 (SNR: 0, – 4, – 8, – 12 dB) × 3
(keyword position: first, second, third) four-variable ANOVA
for recognition accuracy before the learning/control learning
manipulations. The results showed neither a significant main
effect of group (p > .05) nor an interactions of group with the
other factors (all ps > .05), confirming that there was no sig-
nificant difference between the two groups before the
learning/control learning manipulations.

Fig. 3 (A) Group-mean recognition accuracies and the best-fitting
psychometric functions for the control learning group. Recognition
accuracy was slightly higher after neutral learning (solid lines) than

before that learning (dashed lines). Error bars represent standard errors
of themeans. (B) Scatter diagram of each participant’s speech-recognition
threshold in the control learning group

Fig. 4 Speech-recognition thresholds before and after neutral learning in
the perceived separation or co-location condition. Both neutral learning
and perceived separation enhanced participants’ speech recognition in the
control learning group. Error bars represent standard errors of the means.
**p < .01, ***p < .001
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Figure 6 plots the recognition accuracy of the three key-
words after the learning/control learning manipulations for the
two groups. Separate three-way ANOVAs (Group × Perceived
Lateralized Relationship × Keyword Position) were conduct-
ed for each of the four SNRs. The results showed that emo-
tional learning facilitated speech recognition by improving the
recognition of the first keyword, but not the second and the
third ones. Specifically, when the SNR was – 4 dB, the rec-
ognition accuracy of the first keyword was significantly
higher for the emotional learning group than for the control
learning group [F(1, 30) = 4.31, p = .047, ηp

2 = .13]. A sig-
nificant difference also occurred when the SNR was – 8 dB
under the separated condition, causing a significant interaction
between group and perceived spatial location [F(1, 30) = 5.80,
p = .022, ηp

2 = .16] under the – 8 dB SNR. The emotional
learning effect on recognizing the first keyword was present
only when the task difficulty was at a moderate level, as it
disappeared when the task was too easy, leading to a ceiling
effect, or when the task was too demanding (accuracy below

.5). The recognition accuracies for the second and third key-
words were lower than the accuracy for the first keyword and
were not affected by emotional learning in any of the
conditions.

Skin conductance responses

The mean amplitude of SCR was calculated in a time window
of 4 s following the onset of each trial during the speech
recognition task. To determine the reliability of the baseline
response before learning, a three-way ANOVA (Group ×
Perceived Lateralized Relationship × SNR) for SCR before
the learning/control learning manipulations was first conduct-
ed. The results showed no significant main effects or interac-
tions (all ps > .05), confirming the reliable baseline responses
before the learning/control learning manipulations.

A four-way ANOVA (Group × Learning Stage × Perceived
Lateralized Relationship × SNR) showed that the main effect
of learning stage was significant [F(1, 30) = 5.00, p = .033, ηp

2

Fig. 5 Comparisons of the improvements of target-speech recognition
between the emotional and control learning groups. (A) Differences in
threshold shifts before and after the learning/control learning

manipulations, between the emotional and control learning groups.
Error bars represent standard errors of the means. *p < .05. (B) Group
differences, identified by trial-by-trial changes of cumulative accuracy

Fig. 6 Recognition accuracies for the three keywords in the emotional and control learning groups. As compared to the neutral learning in the control
learning group, emotional learning improved recognition of the first keyword, but not the second and the third ones. *p < .05
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= .14], indicating that SCR was increased after learning, as
compared to the baseline before learning/control learning, for
both groups. The SCR increase for each participant was cal-
culated by subtracting the SCR amplitude before learning/
control learning from that after learning/control learning.

A three-way ANOVA (Group × Perceived Lateralized
Relationship × SNR) for the SCR increase showed no overall
interaction (p > .05), but only a marginally significant interac-
tion between group and perceived lateralized relationship
[F(1, 30) = 3.17, p = .085, ηp

2 = .10]. Since no significant
difference in SCR increases was found between SNRs (p >
.05), the SCR increases across the four SNRs were averaged.

As is shown in Fig. 7, for the emotional learning group the
SCR increase was larger in the co-located condition than in the
separated condition [F(1, 15) = 4.77, p = .045, ηp

2 = .24],
indicating participants’ higher physiological arousal after re-
ceiving emotional learning while recognizing target speech
co-located with as compared to separated from the masker.
For the control learning group, the effect of separation was
not significant (p = .628). No significant correlation was ob-
served between participants’ SCR results and their behavioral
performance at speech recognition.

SAM ratings for the emotionally negative sound
and the emotional neutral sound

Independent-samples t tests showed that the 9-point self-re-
ported emotional ratings of the negative sound and the neutral
sound were significantly or marginally different between the
two groups [emotional valence, t(18.44) = 3.07, p < .001;
emotional arousal, t(30) = 1.88, p = .07]. When listening to
the negative sound at the end of the experiment, participants
who had received emotional learning reported a less negative
emotional valence (2.16 ± 0.26) than did those who had re-
ceived neutral learning (1.31 ± 0.09). The participants in the

emotional learning group also exhibited lower emotional
arousal (7.19 ± 0.36) than did those in the neutral group
(8.06 ± 0.30). The differences in SAM ratings might have
resulted from the longer exposure to the aversive sound in
the emotional learning group during the learning session.

No significant difference was observed between the groups
for the emotional valence (5.08 ± 0.25) and emotional arousal
(5.21 ± 0.27) of the neutral sound.

Discussion

Learned emotion facilitates target-speech recognition
against speech informational masking

In this study, recognition of the target speech in the emotional
learning group was significantly improved by conditioning
the target voice when the acoustical features of the speech
stimuli were not changed. These results indicate that emotion-
ally conditioning the target speaker’s voice is effective for
improving target-speech recognition against speech informa-
tional masking, independent of the perceived spatial separa-
tion between the target speech and masking speech.

For the control learning group, by comparing the speech



role in mediating emotional conditioning-induced unmasking
of speech.

In this study, speech recognition was also tested under two
conditions with different perceived spatial relationships be-
tween the target and masker: the separation and the co-
location conditions. Under the co-location condition, the tar-
get and the maskers competed for listeners’ spatial attention,
whereas under the separation condition, listeners’ spatial at-
tention could be selectively pointed to the target speech, lead-
ing to unmasking of the target speech. The results of this study
showed that the speech recognition threshold was lower when
the target and the masker were perceptually separated as com-
pared to when they were perceptually co-located. The results
are consistent with previous studies in this line of investigation
(Arbogast et al., 2002; Freyman et al., 1999; Huang et al.,
2009; H. Li et al., 2013; L. Li et al., 2004; Schneider et al.,
2007; X. Wu et al., 2005).

Interestingly, in this study no interaction was observed be-
tween the effect of perceived spatial location and the effect of
emotional learning, indicating that the emotion-induced
unmasking effect is independent to the separation-induced
unmasking effect. By comparing the unmasking effects in-
duced by emotional learning (about 1 dB), perceived spatial
separation (about 3 dB), and the combination of the both
(about 4 dB), it was found that the unmasking effect of emo-
tional learning and that of perceived spatial separation on
speech recognition were linearly additive. The present study
for the first time reveals that when an emotional cue and a
spatial cue are simultaneously utilized to improve the recog-
nition of target speech against a complex auditory back-
ground, their unmasking effects are reciprocally independent
and appear to be linearly additive. More studies will still be
needed to extend this line of research not only to other
unmasking cues, such as the visual-speech priming cue (e.g.,
lip-reading priming, C. Wu et al., 2013; C. Wu et al., 2017)
and the voice-priming cue (Huang et al., 2010; Yang et al.,
2007), but also to the related underlying brain substrates, in-
cluding the amygdala, which is involved in emotional
learning-induced unmasking of target signals (Du, Wu, &
Li, 2011), and the superior parietal lobule (the posterior pari-
etal cortex in rats), which is involved perceptually spatial-
separation-induced unmasking of target signals (Du, Wu, &
Li, 2011; Zheng et al., 2016).

In this study, emotional learning significantly improved the
recognition of the first keyword in a target sentence, but not
the second and the last ones. The results are in agreement with
previous reports that signals with emotional significance are
given the priority access to selective attention and can be
quickly detected in competitions among sensory inputs
(Anderson, 2005; Eastwood et al., 2001; Fox, 2002;
LeDoux, 1998; Öhman et al., 2001). On the basis of the results
of this study, we propose that when the target voice is condi-
tioned with aversive sounds, the cue of learned-emotion

embedded in the voice enhances the attentional capture of
the target voice stream against the competing speech back-
ground, thereby improving the target-speech recognition.

Interestingly, at low SNRs when target-recognition accura-
cy fell below .5, the emotional-learning-induced enhancement
in recognizing the first keyword disappeared. An explanation
for this finding may be related to the effect of perceptual load;
that is, the processing priority for a stimulus with emotional
significance draws attentional resources only under low or
middle, but not under high, perceptual load (Pessoa,
McKenna, Gutierrez, & Ungerleider, 2002; Pessoa, Padmala,
& Morland, 2005; Yates, Ashwin, & Fox, 2010). Yates et al.
reported that a fear-conditioned angry face captured attention
only when participants were asked to perform an easy discrim-
ination task, but did not interfere with a difficult central task
that occupied most of the participants’ attentional resources.
In the present study, when both the SNRs changed from 0 to –
12 dB and the perceived spatial position between the target
and the maskers was shifted from separation to co-location,
the difficulty of the speech recognition task increased, which
might have caused high perceptual load to the central execu-
tive system and inhibited the emotionally guided attention.

Skin conductance responses after emotional learning

Physiological measures revealed that the SCR was more sen-
sitive to the perceived positions of target andmasker only after
participants received emotional learning. Using the SCR be-
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measurement to perceived spatial relationship between the
target speech and masking speech should be further studied
in the future.

The results of this study also showed that the electrodermal
responses did not vary across different SNR conditions, con-
sistent with the reports by Seeman and Sims (
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